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ABSTRACT
The field of Technology Enhanced Learning (TEL) in gen-
eral, has the potential to solve one of the most important
challenges of our time: enable everyone to learn anything,
anytime, anywhere. However, if we look back at more than
50 years of research in TEL, it is not clear where we are
in terms of reaching our goal and whether we are, indeed,
moving forward. The pace at which technology and new
ideas evolve have created a rapid, even exponential, rate of
change. This rapid change, together with the natural dif-
ficulty to measure the impact of technology in something
as complex as learning, has lead to a field with abundance
of new, good ideas and scarcity of evaluation studies. This
lack of evaluation has resulted into the duplication of efforts
and a sense of no “ground truth” or “basic theory’ of TEL.
This article is an attempt to stop, look back and measure,
if not the impact, at least the status of a small fraction of
TEL, Learning Object Technologies, in the real world. The
measured apparent inexistence of the reuse paradox, the two
phase linear growth of repositories or the ineffective meta-
data quality assessment of humans are clear reminders that
even bright theoretical discussions do not compensate the
lack of experimentation and measurement. Both theoreti-
cal and empirical studies should go hand in hand in order
to advance the status of the field. This article is an invi-
tation to other researchers in the field to apply Informetric
techniques to measure, understand and apply in their tools
the vast amount of information generated by the usage of
Technology Enhanced Learning systems.
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1. INTRODUCTION
This dissertation presents the measurement of several char-

acteristics related to a learning object and the different pro-
cesses that take place during its life cycle. We have called
this initiative“Metrics for Learning Objects”or“Learnomet-
rics” for short. This denomination was chosen to reflect the
similarity of this study goal and methodology with the In-
formetric fields. For example, Bibliometrics, which is the
scientific field focused on the measurement and analysis of
texts and information [5], Scientometrics, which measures
the scientific process [17] and Webometrics, that analyzes
the behavior of the World Wide Web and the Internet [1].

Informetrics is focused on measuring and understanding
processes that create, publish, consume or adapt informa-
tion. Moreover, it is common that after the process has
been analyzed, useful metrics are developed to summarize
characteristics of the process and then used to create tools
that can have a practical application to improve the studied
or a related process. Scientometrics, for example, has stud-
ied the scientific publication and citation processes. Exten-
sive publication and citation data has been quantitatively
analyzed. From these analyzes, it has been found that the
number of publications per author and the number of cita-
tions per journal follows the Lotka law [21]. Based on these
findings, several scientists have suggested models that ex-
plain the publication and citation process. “Success breeds
success” [11] and “Cumulative advantage” [32] are two ways
to express that the probability to publish a new scientific ar-
ticle or receive a new citation is proportional to how many
articles the author has published before or how many ci-
tations the journal has already received. Practical metrics
that have been extracted from these analyses are the Jour-
nal Impact Factor [14] and the h-index [16]. Those metrics
serve to summarize the scientific impact that a journal or a
scientist has in a particular field. Moreover, these metrics,
while not perfect [18], are often used as selection criteria in
other scientific processes, such as when selecting a journal
to publish research or selecting the most talented scientist
to fulfill an academic position.

This Learnometric study follows a similar pattern. It
quantitatively analyzes data from processes that take place
during different points of the Learning Object life cycle.
Based on that analysis, initial models are proposed to ex-
plain the observed results. The study also proposes small
calculations (metrics) that can covert the data available about

1



the learning objects into information that can be used to
improve the effectiveness or usefulness of existing Learning
Object end-user tools.

2. UNDERSTANDING THE PUBLICATION
OF LEARNING OBJECTS

The first step to understand the Learning Object Econ-
omy is to measure and understand how learning objects are
offered or published. A literature review on the topic is very
discouraging. The only serious work that tries to quanti-
tatively measure the publication of learning objects is [22],
which is, however, very superficial on its quantitative side
and draws no conclusions from the results. This lack of re-
search leads to an almost unexplored field with even the
most basic questions unanswered.

This section will quantitatively analyze and compare dif-
ferent types of publication venues for learning objects . These
types include Learning Object Repositories (LORP), Learn-
ing Object Referatories (LORF), Open Courseware Initia-
tives (OCW), Learning Management Systems (LMS). To
provide some type of comparison and because their con-
tent can also be used for educational purposes, Institutional
Repositories (IR) are also included in the study. For simplic-
ity, we will refer to all these systems as “repositories”. The
following subsections provide the analysis of data collected
from this repositores to provide answer to several basic ques-
tions.

2.1 What is the typical size of a repository?
This analysis measured the size distribution of different

types of repositories. This study included data from 24
LORPs, 15 LORFs, 34 OCWs, 2500 LMSs and 772 IRs.
More details about the repository selection and data collec-
tion could be found in [31]. Figure 1 shows the range of the
obtained sizes (y-axis in log scale) for each type of repository.
In general, individual learning object repositories seems to
vary from hundreds to million of objects. Their average size
depends of the type of repository. LORPs can be consid-
ered to have few thousand of objects. LORFs are in the
order of the tens of thousands. However, those numbers are
small compared with multi-institutional IRs that can count
hundreds of thousands and even millions of objects. OCWs
and LMSs can have from hundreds to thousand of courses
with a total of thousands or ten of thousands of individual
resoures. However, the answer to this question is not that
simple. The size is not Normally distributed, meaning that
the average value cannot be used to gain understanding of
the whole population. It is not strange to find repositories
several orders of magnitude bigger or smaller than the aver-
age. The distribution of learning objects among repositories
seems to follow a Lotka or Power Law distribution with an
exponent of 1.75. The main implication of this finding is
that most of the content is stored in few big repositories,
with a long, but not significant tail. Administrators of a big
repository would want to federate [34]] their searches with
other big repositories in order to gain access to a big propor-
tion of the available content. On the other hand, it makes
more sense for small repositories to publish their metadata
[37] for a big repository to harvest it in exchange for the
access to their federated search. It seems, through an initial
reading of this finding, that a two (or three) tiered approach
mixing federation and metadata harvesting is the most effi-

Figure 1: Size range of different type of repositories

cient way to make most of the content available to the wider
audience possible using the current infrastructure.

Another important implications of thes findings is that if
OCWs and LMSs are decomposed and converted into repos-
itories, they can be considered very large LORPs. The fact
that LMSs are a widely deploy technology [15] and that these
systems are not accessible for external visitors make us think
of the learning objects present in LORs as just the “tip of
the iceberg’. The bigger part of learning resources is hid-
den behind login pages. This finding validates the effort of
the OCW Consortium and OER Commons [19]. If we want
to create a really functioning Learning Object Economy, we
must start opening the door of our LMSs.

2.2 How do repositories grow over time?
To measure the growth in the number of objects, 15 repos-

itories of different type were studied. They were selected
based on how representative they are for their respective
type in terms of size and period of existence. The first vari-
able analyzed was the average growth rate (AGR), measured
in objects inserted per day. It is interesting to compare the
AGR of different types of repositories. LORPs, for example,
grow with a rate of 1 or 2 objects per day. LORFs goes from
4 to 20 objects per day. OCWs and LMSs grow faster than
LORPs, with an unexpectedly high value of circa 1 course
published per day (in average 20 objects). IRs depending
on their size could go from few objects to hundreds of ob-
jects per day, depending on their size. The actual growth
function for most respositories is linear (bi-phase linear).

This is a discouraging finding. Even popular and currently
active repositories grow linearly. Even if we add them all to-
gether, we will still have a faster linear, but no exponential.
The main reason for this behavior is the contributor deser-
tion. Even if the repository is able to attract contributors,
it is not able to retain them long enough. The value propo-
sition, that is the way how the contributor benefits from
contributing to the repository, is still an unsolved issue in
most repositories.

One anomaly in this study was the LORP Connexions. It
grows at what seemed to be an exponential rate. Figure 2
shows this difference. Further investigagtion in [27] revealed
that the social features present in Connexions that enable
the formation of communities around the materials are the
reason behind Connexions sucess. Based on these results,
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it seems that the use of social engagement tools should be
part of any new repository design.

2.3 How many learning objects does a con-
tributor publish on average?

To understand contributor behavior, full publication data
from three LORPs (Ariadne, Connexions and Maricopa),
one LORF (Merlot), one OCW site (MIT OCW), one LMS
(SIDWeb) and three IRs (Queensland, MIT and Georgia
Tech) was obtained. Each learning object was assigned ac-
cording to the data to one contributor. If more than one
contributor was listed, we counted the first author only.
From the result of the distribution fitting, it is clear that
the number of objects published per each contributor varies
according to the type of repository. All LORPs and LORFs
follow a Lotka distribution with exponential cut-off. Even
high producing individual start loosing interest after pub-
lishing many objects. Maybe one of the reasons behind this
distribution is the lack of some type of incentive mechanism
[6]. OCW MIT and SIDWeb present a Weibull distribu-
tion. The finding of a weibull distribution means that for
OCWs and LMSs there is an increased probability to pro-
duce a certain amount of objects. This can be seen as the
strong concavity in the curve compared with the flat Lotka.
The mechanism behind this distribution is that there is an
interest to produce courses with a given amount of learn-
ing objects (maybe 1 object per session). The tail of the
IRs are fitted by the pure Lotka distribution. The head of
the distribution, users that have published 1 or 2 objects,
have a disproportionately high value that cannot be fit by
any of the tried distributions. This result suggests that the
publication of documents in IRs have a different mechanism
than the publication of learning objects in LORs, and maybe
what we are measuring in the IRs tail is a by-product of the
scientific publication process. These distributions could be
seen in Figure 3.

Based on the finding of these heavy tailed distribution, it
can be concluded that “there is not such thing as an aver-
age user” [28]. The best way to describe the production of
different contributors is to cluster them in “classes” similar
to socioeconomic strata. If we adopt this approach we gain
a new way to look at our results. In LORP and LORF,
the repository is dominated by the higher-class. Most of
the material is created by a few hyper-productive contribu-
tors. the 10% of the users could easily have produced more
than half of the content of the repository. In the case of
OCWs and LMS, the Weibull distribution determines that
the middle-class is the real motor of the repository. The
low- and high-class are comparatively small. Finally, Uni-
versity IRs, with Lotka with high alpha are dominated by
the lower-class as more than 98% of the population produces
just one object.

From a deper analysis on publishing rate and lifetime [31],
it can be concluded that these different distributions are not
caused by an inherent difference in the talent or capacity
among the different communities, but by the difference in
contributor engagement with the repository. It seems that
the distribution of lifetime, the time that the contributor
remains active, is different for this three observed reposi-
tory types. In LORP and LORF, there is some time of
novelty engagement that keep the contributor active at the
beginning, but the chances of ceasing publication increases
as more time is spent in the repository. For OCWs and

Figure 2: Comparation of Content Growth Function
for Connexions, Ariadne and Merlot
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Figure 3: Distribution of Contribution for the dif-
ferent type of repositories

LMSs, there is a goal-oriented engagement that keeps the
contributor productive until her task is finished (course is
fully published). In the case of IRs, there is no engagement
at all. The norm is just discrete contributions. Changes on
the type of engagement should have an effect not only in
the distribution of publications among users, but also in the
growth and size of the repository.

3. UNDERSTANDING THE REUSE OF LEARN-
ING OBJECTS

Although reuse is the reason why much of Learning Ob-
ject Technologies exist, little is quantitatively known about
the Reuse process. Beside small scale experiment in artifi-
cial settings [33] [12] [38], there is practically no empirical
data on how different factors affect the reusability of learn-
ing objects. Again, with an almost unexplored field, this
article proposes and aims to solve the some basic questions.

3.1 What percentage of learning objects is reused?
To perform a quantitative analysis of the reuse of learning

objects, this study uses empirical data collected from three
different openly available sources. The sources were cho-
sen to represent different reuse contexts and different object
granularity.

Small Granularity: Slide Presentation Components. A
group of 825 slide presentations obtained from the ARI-
ADNE repository [10] were decomposed and checked for
reuse using the ALOCOM framework [39]. From the de-
composition of the slides 47,377 unique components were
obtained. A component is considered reused if it is present
in more than one slide.

Medium Granularity: Learning Modules. The 5255 learn-
ing objects available at Connexions [3] at the time of data
collection were downloaded. Some of these objects belong to
collections, a grouping of a similar granularity as a course.
317 collections are available at Connexions. A module is
considered reused if it is used in more than one collection.

Large Granularity: Courses. The 19 engineering curric-
ula offered by ESPOL, a technical University at Ecuador,
reuse basic and intermediate courses. When a new cur-
riculum is created, existing courses, such as Calculus and
Physics, are reused. On the other hand, more advanced
courses, for example Power Lines in the case of Power En-
gineering, are created and only used in the specific curricu-
lum. Based on the published information, the 463 different
courses were obtained. A course is considered reused if it is
mandatory in more than one curriculum.

The results of the quantitative analysis (Table 1) seems
to indicate that in common settings, the amount of learn-
ing objects reused is around 20%. While relatively low, this
result is very encouraging for Learning Object supporters.
It indicates that even without support or the proper facili-
ties, users do reuse a significant amount of learning materi-
als. The multiplicative model also implicates that improving
even one of the steps in the reuse chain, the others remaining
equal, would improve the probability of reuse and, therefore,
the amount of objects being reused. As mentioned above,
Verbert and Duval, in [38], empirically found that facilitat-
ing one of the steps, in this particular finding slide compo-
nents, leads to a significant increase in the amount of reuse.

3.2 Does the granularity of a learning object
affect its probability of reuse?
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Table 1: Percentage of reuse

Data Set Objects % Reuse

Small Granularity

Components in Slides (ALOCOM) 47,377 11.5%

Images (Wikipedia) 1,237,105 24.6%

Medium Granularity

Modules in Courses (Connexions) 5,255 22.6%

Soft. Libraries (Freshmeat) 2,643 20.4%

Large Granularity

Courses in Curricula (ESPOL) 463 19.9%

Web APIs (P.Web) 670 32.2%

The theory of Learning Objects affirms that higher granu-
larity leads to lower reusability [40] . Results from the previ-
ous study, however contradict this affirmation. The percent-
age of object reuse was similar regardless of the granularity
of the object. Courses were even reused more often than
slide components. Merging the theory with the empirical
finding leads to a new interpretation of the role of granular-
ity in the reuse of learning objects. This new interpretation
involves also the granularity of the context of reuse as the
determining factor. Objects that have a granularity imme-
diately lower than the object being built are easier to reuse
than objects with a much lower or higher granularity. For
example, when building a course, it is easier to reuse whole
lessons than reusing complete courses or individual images.
Also, when building a curriculum, it is easier to reuse com-
plete courses than to reuse another complete curriculum or
individual lessons. Empirical support for this new interpre-
tation can be found in [38]. It was found that when building
a slide presentation, the most reused component was by far
individual slides. The reuse of text fragments and individual
images represent just the 26% of the total reuse.

3.3 Is there a relation between the popularity
of an object and its reuse?

The objective of this analysis is to establish if the actual
reuse of a learning object is linked to its relative popularity
within the collection or repository. To perform this analysis,
the Connexions and Freshmeat data sets were enriched with
information about the number of times that the objects have
been accessed. The popularity data was obtained from Web
scraping These data sets were selected for this analysis be-
cause they were the only ones with access information and
have similar granularity.

The analysis consisted in obtaining the Kendall’s tau cor-
relation coefficient between the rank of the object in the
reuse and popularity scales. Pearson’s coefficient is not used
because there is no guaranty that the values come from a
bi-variate normal distribution. Also, scatter plots were cre-
ated to visually analyze the relation between popularity and
reuse. Figure 4 presents the data for Connexions. The corre-
lation coefficient tau for the Connexions set was -0.02 (0.05
significant). This value means that there is absolutely no
correlation between the popularity of the object and the
times that it has been reused. For example, the most vis-
ited object has only be reused in three collections, while the

Figure 4: Scatter plots of the Reuse vs. Popularity
in Connexions

most reused object (8 times) has only received 25 visits. On
the other hand, the Freshmeat set obtained a tau of 0.33
(0.01 significant). This result suggests that in the case of
software libraries the popularity is slightly linked with the
reuse. However, there are cases that have a large popular-
ity but have a low track of reuse. For example, the DeCSS
library [13], normally used to break DVD encryption, has a
large popularity (circa 180.000 visits) but is only used in a
small set of specialized DVD players for Linux (8 projects).
These results suggest that the popularity of an object can-
not always be used as a proxy for its reuse. A more counter-
intuitive finding that can be obtained from this result is
that a high level of reuse does not imply a high popularity.
It would be usually expected that an object reused in several
contexts is more findable and, therefore, more visited. The
measurement indicates that it is not the case.

3.4 What is the distribution of reuse among
learning objects?

To gain more insight in the reuse process, the distribution
of reuse among different objects was analyzed. The first step
in this analysis was to obtain the total number of reuses for
each object. Several distributions were fitted to the data to
obtain the best fit. For all the data sets, the Log-normal
distribution provided the best fit. As a visual aid, Figure 5
presents the size-frequency plot of the data [26].

The main implication of the finding of a Log-normal dis-
tribution is that the ”Long Tail” effect [2] applies to reuse.
Few objects are reused heavily while most of the reused ob-
jects are reused just once. However, the volume of reuse
in the tail is at least relatively as important as the volume
of reuse in the head. According to this result, federating
repositories in order to provide a wider selection of objects
is a good strategy to foster reuse. Objects present in small
repositories have a high probability of being reuse at least
once if they are exposed to a wider universe of users.

4. METRICS FOR LEARNING OBJECTS
The main use that we can give to the information ex-

tracted from the analysis of the data created at the different
processes of the Learning Object Economy is the creation of
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Figure 5: Size-Frequency graphs of the reuse in ARI-
ADNE Slides and the best fitting Log-Normal dis-
tribution (line)

metrics to improve the tools used in those processes. This
article will discuss two specific examples of these metrcis: 1)
to estimate the quality of the learning object metadata and
2) to establish the relevance of learning objects for a given
user and situation.

4.1 Quality Control for the Labelling Process
The quality of metadata on learning objects stored in a

LOR is an important issue for LOR operation [4] and inter-
operability [20]. Due to its importance, metadata quality
assurance has always been an integral part of resource cat-
aloging [36]. Nonetheless, most LOR implementations have
taken a relaxed approach to metadata quality assurance. As
repositories grow and federate, quality issues become more
apparent. The traditional solution for quality assurance,
manually reviewing a statistically significant sample of meta-
data against a predefined set of quality parameters, similar
to sampling techniques used for quality assurance of library
cataloguing [7], fails to scale to increasing amounts of learn-
ing objects being indexed manually or automatically. Some
sort of automatical quality assurance mechanism should be
created to cope with this problem.

In [30], the author propose and evaluate a set of metrics
to automatically measure the quality of the learning object
metadata instances. The main conclusions of this work are
that some metrics correlate well with human reviews, spe-
cially the Textual Information Content (Qtinfo). Also the
metrics, when combined serves as a low quality metadata
filter. Figure 6 present an application to evaluate the meta-
data quality of whole repositories based on the proposed
metrics.

4.2 Relevance Ranking to Improve the Selec-
tion Process

In the early stages of the Learning Object Economy, LORs
where isolated and only contained a small number of learning

Figure 6: Visualization of the Textual Information
Content of the ARIADNE Repository. Red (dark)
boxes indicate authors that produce low quality de-
scriptions.

objects [25]. The search facility usually provided users with
an electronic form where they could select the values for their
desired learning object. The search engine then compared
the values entered in the query with the values stored in the
metadata of all objects and returned those which complied
with those criteria. While initially this approach seems ap-
propriate to find relevant learning objects, experience shows
that it presents several problems, such as high cognitive load
[23], mismatch between indexers and searchers [24], and
low recall [35]. Given these problems with the metadata
based search, most repositories provided a “Simple Search”
approach, based on the success of text based retrieval exem-
plified by Web Search engines [8]. In this approach, users
only need to express their information needs in the form of
keywords or query terms. This approach seemed to solve
the problems of metadata based search for small reposito-
ries. However, working with small, isolated repositories also
meant that an important percentage of users did not find
what they were looking for because no relevant object was
present in the repository [23]. If this technique is applied to
large repositories, or to federated collections of repositories,
the user is no longer able to review several pages of results
in order to select the relevant objects. While doing a stricter
filtering of results (increasing precision at expense of recall)
could solve the oversupply problem, it could also lead again
to the initial problem of scarcity. A proven solution for this
problem is ranking or ordering the result list based on its
relevance. In this way, it does not matter how long the list
is, because the most relevant results will be at the top and
the user can manually review them.

In a previous work [29], the author describes a set of rel-
evance ranking metrics for learning objects. These metrics
try to implement the theoretical LearnRank [9]. This work
found that the information about the usage of the learning
objects, as well as the context where this use took place, can
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Figure 7: Architecture for Metrics Services

be converted into a set of automatically calculable metrics to
establish the relevance of a learning objects for a given user
in a given situation. The evaluation of the metrics show that
these metrics outperformed the ranking based on pure text-
based approach. Figure 7 presents an architecture discussed
in [29] to implement these metrics in real systems.

5. NOT CONCLUSIONS BUT FURTHER RE-
SEARCH

As a first exploration of Learnometrics, this article, and its
cited studies, raises more questions than it answers. Ample
opportunities for further research are provided as the field
of Learnometrics unfolds. The following is a list of what the
author consider are the most interesting and urgent research
questions seeking for answers and explanations.

• What is the measurable effect that opennes have in the
Learning Object Economy

• How to integrate LMSs into the Learning Object Econ-
omy

• How to reformulate the Paradox of Reuse to consider
more varibles apart from granualarity

• Establishing a common data set to experiment with
metrics and their usefulness

Answering these questions through quantitative analyses will
increase our understanding of how the Learning Objects
Economy works. This understanding can help us to cre-
ate the right environment for this economy to flourish and
provide its predicted benefits. The main task left for further
work is to execute large empirical studies with full implemen-
tations of the metrics in real environments. Once there is
enough data collected, the user interaction with the system
and the progress of the different metrics could be analyzed
to shed light on these questions. We also hope that other
researchers start proposing improvements to these initial ap-
proaches.
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